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Abstract 

The integration of Artificial Intelligence (AI) into Human Resource Management (HRM) practices 

offers significant potential for efficiency and improved decision-making. However, this 

technological advancement brings forth considerable data privacy concerns that require careful 

consideration and robust mitigation strategies. This chapter explores the multifaceted challenges 

posed by the use of AI in HRM, focusing on the ethical and legal implications of collecting, 

processing and sensitive employee data. 

One key area of concern lies in the data collection phase.AI-powered HRM systems often require 

extensive datasets encompassing various aspects of employee lives, including personal 

information, performance metrics, health data, and even social media activity. The sheer volume 

and sensitivity of this data raise questions regarding informed consent, transparency, and the 
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potential for unauthorized access or misuse. The nuances of obtaining meaningful consent, 

particularly in contexts where employee participation might be implicitly or explicitly mandated. 

Furthermore, the processing and analysis of employee data through AI algorithms introduce further 

privacy risks. The chapter examines the potential for bias amplification in AI-driven processes like 

recruitment, performance evaluation, and promotion decisions, and explores techniques for 

mitigating algorithmic bias and ensuring fairness. 

The storage and security of employee data are critical considerations. AI systems often involve the 

storage and transfer of vast quantities of sensitive information, creating vulnerabilities to data 

breaches and cyber-attacks. The chapter discusses the importance of implementing robust security 

measures, such as encryption, access controls, and regular security audits, to safeguard employee 

data from unauthorized access and potential misuse. Further, the chapter addresses the legal 

frameworks, such as GDPR and CCPA, which govern the handling of personal data and their 

relevance to AI in HRM. 

Finally, the paper explores the ethical implications of using AI in HRM. The potential for 

surveillance, the erosion of employee autonomy, and the lack of human oversight in decision-

making processes all raise ethical concerns. Ultimately, striking a balance between leveraging the 

benefits of AI in HRM and safeguarding employee data privacy. 

Keywords: - Data Privacy, Algorithmic Bias, Data Security, GDPR, Machine Learning, 

Transparency, Ethical Implications 

Introduction 

The integration of Artificial Intelligence (AI) into Human Resource Management (HRM) is rapidly 

transforming how organizations manage their workforce (Dolan, Schuler, & Jackson, 2022; Da 

Silva et al., 2022). While AI offers potential benefits in efficiency and decision-making, significant 

concerns exist regarding data privacy and ethical implications (Weston, 2015; Tambe, Cappelli, & 

Yakubovich, 2019). This paper examines these concerns, focusing on the legal and regulatory 

frameworks governing the use of AI in HRM and highlighting the challenges in ensuring 

responsible and ethical implementation. The increasing use of AI-powered tools in recruitment 

(Gupta, Fernandes, & Jain, 2018; Nawaz, 2019), performance management (Li et al., 2023; 



119 
 

Bhardwaj, Singh, & Kumar, 2020), and employee monitoring (Weston, 2015) raises questions 

about algorithmic transparency, accountability, and the potential for bias (Johansson & Herranen, 

2019; Dennis & Aizenberg, 2022).  

Existing regulations like GDPR and CCPA offer some protection, but significant gaps remain, 

especially concerning the explain ability of AI algorithms and the handling of sensitive employee 

for stronger frameworks to protect employee privacy rights while harnessing the potential benefits 

of AI in HRM. We will analyze the current legal landscape, discuss the technological challenges 

to compliance, and propose potential solutions to ensure a responsible and ethical future for AI in 

HRM. 

Legal & Regulatory Framework Focus 

This section examines existing and emerging legal and regulatory frameworks governing data 

privacy within AI-driven HRM, analyzing their application to specific HR functions and 

identifying areas requiring improvement. While regulations such as the General Data Protection 

Regulation (GDPR) and the California Consumer Privacy Act (CCPA) provide a foundational 

framework (Dolan, Schuler, & Jackson, 2022), their application to the complexities of AI in HRM 

presents unique challenges. 

The GDPR's principles of lawfulness, fairness, and transparency significantly impact AI's use in 

recruitment. AI-powered tools analyzing candidate data must adhere to data minimization and 

purpose limitation (Tambe, Cappelli, & Yakubovich, 2019). Similarly, AI-driven performance 

management systems, often employing sensitive employee data, necessitate robust data security 

measures (Masum et al., 2018). However, the "black box" nature of some AI algorithms poses a 

significant challen

and accountability is difficult when the algorithm's decision-making process remains opaque.  

Current legislation exhibits several critical gaps in addressing AI's unique challenges in HRM. 

Firstly, algorithmic transparency and explain ability often lack sufficient regulatory mechanisms. 

The international scope of many organizations complicates matters. Cross-border data transfers 

necessitate navigating multiple jurisdictions' regulations, posing substantial practical challenges 

(Stone et al., 2015). 
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Addressing these shortcomings requires a multi-faceted approach. The development and adoption 

of Explainable AI (XAI) techniques are crucial for improving transparency and accountability, 

facilitating better auditing and oversight (Gupta, Fernandes, & Jain, 2018). Strengthened data 

protection impact assessments (DPIAs), specifically tailored to AI-driven HRM systems, can 

proactively identify and mitigate data privacy risks. The establishment of independent auditing 

mechanisms would enhance accountability and ensure regulatory compliance. International 

harmonization of data protection laws would simplify cross-border data transfers, providing 

consistent employee data protection (Nawaz, 2019). Finally, utilizing Privacy-enhancing 

Technologies (PETs) like differential privacy and federated learning can allow organizations to 

leverage AI's benefits while simultaneously minimizing privacy risks (Oswald et al., 2020). 

Ethical Perspective 

The integration of AI into HRM presents significant ethical dilemmas that demand careful 

consideration. While AI offers potential efficiency gains, its application raises concerns about 

algorithmic bias, fairness, transparency, accountability, and the potential for dehumanization 

within HR processes (Tambe, Cappelli, & Yakubovich, 2019; Dolan, Schuler, & Jackson, 2022). 

Algorithmic bias, for example, can perpetuate and amplify existing societal biases, leading to 

unfair or discriminatory outcomes in recruitment, performance evaluations, and promotion 

decisions (Johansson & Herranen, 2019). The lack of transparency in many AI systems, often 

referred to as the "black box" problem, further exacerbates these concerns. Understanding how AI 

algorithms arrive at their decisions is crucial for ensuring fairness and accountability, yet this is 

 

The potential for dehumanization is another critical ethical consideration. Over-reliance on AI-

driven systems in HR processes risks reducing human interaction and empathy, potentially 

harming employee morale and job satisfaction (Weston, 2015). The use of AI in monitoring 

employee activity, for instance, raises concerns about surveillance and the erosion of employee 

autonomy. These issues require a careful examination of different ethical frameworks to guide 

responsible AI development and deployment in HRM (Dennis & Aizenberg, 2022). Principles of 

fairness, transparency, and accountability should be central to the design and implementation of 

AI systems in HR, ensuring that they serve to enhance, not replace, human judgment and ethical 
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decision-making. A human-centered approach, prioritizing the well-being and rights of employees, 

is paramount (Cappelli, Tambe, & Yakubovich, 2018 

 

Technological & Practical Approach 

This section examines the technological underpinnings of AI in HRM and their implications for 

data privacy. The increasing use of AI in HR functions relies heavily on technologies such as 

machine learning, deep learning, and natural language processing (NLP) (Dolan, Schuler, & 

Jackson, 2022; Da Silva et al., 2022). These technologies, while offering efficiency gains, 

introduce inherent vulnerabilities related to data breaches and misuse. Machine learning 

algorithms, for example, often require extensive datasets containing sensitive employee 

information, increasing the risk of unauthorized access or disclosure (Tambe, Cappelli, & 

Yakubovich, 2019). Deep learning models, while capable of complex pattern recognition, also 

necessitate large datasets, amplifying the privacy risks associated with data volume and processing 

(Oswald et al., 2020). NLP techniques used in analyzing employee communications or social 

media data present similar challenges (Weston, 2015), particularly given the potential for 

misinterpretation or bias in processing qualitative data. The reliance on cloud-based storage 

solutions for HR data further amplifies these risks, as data breaches in cloud environments can 

have significant consequences (Masum et al., 2018). 

However, various technological and practical solutions can mitigate these risks. Data 

anonymisation techniques aim to remove or obscure personally identifiable information, reducing 

the risk of re-identification (Bhardwaj, Singh, & Kumar, 2020). Differential privacy adds carefully 

calibrated noise to data during analysis, allowing for statistical insights without revealing 

individual-level details [Citation needed: Relevant source on differential privacy]. Secure data 

storage practices, including encryption and access controls, are crucial for protecting sensitive 

employee data (Stone et al., 2015; Masum et al., 2018). Furthermore, the development and 

implementation of robust security protocols and regular security audits are necessary to prevent 

and detect potential data breaches (Gupta, Fernandes, & Jain, 2018).  

Case Study Approach 
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Analyzing the impact of AI on data privacy in HRM requires examining specific real-world cases. 

While comprehensive data on AI-related data breaches in HR is limited due to non-disclosure 

agreements and privacy concerns, several illustrative examples highlight potential risks and ethical 

challenges. 

One area of concern is algorithmic bias in recruitment tools. Several studies have shown that AI-

powered recruitment systems can inadvertently perpetuate existing biases present in the data used 

to train them, leading to discriminatory outcomes (Johansson & Herranen, 2019). For instance, if 

a system is trained on historical data reflecting gender or racial biases in hiring, it may continue to 

favor candidates from dominant groups, even if such bias is unintentional (Tambe, Cappelli, & 

Yakubovich, 2019). 

Another area of concern is the use of AI in employee monitoring. The increased use of wearable 

technology and surveillance tools raises questions about employee privacy and autonomy (Weston, 

2015). Although specific instances of widespread HR data breaches linked directly to AI are not 

publicly available due to non-disclosure agreements and the sensitivity of the data, hypothetical 

scenarios demonstrate high potential for risk. For example, a poorly secured AI-powered 

performance monitoring system could expose sensitive employee performance data to 

unauthorized access, resulting in a breach of confidentiality. This underscores the importance of 

robust security measures and transparent data handling practices to protect employee privacy in 

the context of AI-driven monitoring (Stone et al., 2015). 

Further case studies could explore the use of AI in performance evaluations. While AI can 

potentially enhance the objectivity of performance reviews, it also risks amplifying existing biases 

in performance metrics or creating new ones. The lack of transparency and explain ability in some 

AI systems makes it difficult to understand how performance scores are generated, making it 

challenging to identify and correct biases (Bhardwaj, Singh, & Kumar, 2020). Moreover, the 

reliance on AI for decision-making in sensitive HR processes raises ethical questions about the 

role of human oversight and accountability (Oswald et al., 2020). 
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These examples emphasize the need for careful consideration of ethical implications and robust 

regulatory frameworks to manage the risks associated with AI in HRM. Lessons learned from these 

case studies highlight the necessity of: 

 Algorithmic transparency and explain ability: Developing AI systems that provide clear 

explanations of their decision-making processes can help mitigate bias and enhance 

accountability. 

 Robust data security and privacy measures: Implementing strong security protocols and 

data protection measures are essential to prevent unauthorized access and data breaches. 

 Human oversight and ethical review: Incorporating human oversight in AI-driven HR 

processes can help ensure ethical considerations are paramount. 

 Continuous monitoring and evaluation: Regularly assessing the performance and impact 

of AI systems is crucial for identifying and addressing potential biases or risks. 

 

Comparative Analysis 

A comparative analysis of different countries' approaches to regulating AI and data privacy in 

HRM reveals significant variations in legal frameworks, ethical standards, and technological 

implementations. While many nations are grappling with the rapid advancement of AI in HR, their 

regulatory responses differ significantly, reflecting diverse cultural, legal, and technological 

contexts (Dolan, Schuler, & Jackson, 2022; Da Silva et al., 2022). 

The European Union, with its General Data Protection Regulation (GDPR), provides a robust 

framework for data protection, emphasizing individual rights and data minimization. The GDPR's 

stringent requirements regarding consent, data processing transparency, and accountability impact 

the implementation of AI in HRM significantly (Tambe, Cappelli, & Yakubovich, 2019). In 

contrast, the United States has a more fragmented approach to data privacy, with individual states 

enacting their own laws, such as the California Consumer Privacy Act (CCPA).  

 

The differing approaches extend beyond legal frameworks to encompass ethical considerations 

and technological implementations. Some countries have established ethical guidelines or 
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regulatory sandboxes to encourage responsible innovation in AI, while others prioritize 

technological development and market- 017). Different 

technological approaches to managing privacy risks also emerge. For instance, some nations may 

focus on promoting the adoption of privacy-enhancing technologies (PETs), such as differential 

privacy and federated learning, whereas others may place greater emphasis on traditional security 

measures like encryption and access controls (Masum et al., 2018; Stone et al., 2015). 

Assessing the effectiveness of these diverse approaches is challenging. While the GDPR's 

comprehensive framework has arguably set a high bar for data protection, its complexity may 

present barriers to implementation for smaller organizations (Gupta, Fernandes, & Jain, 2018). 

The U.S. approach, on the other hand, promotes flexibility but risks creating inconsistencies in 

data protection across jurisdictions. Ultimately, the effectiveness of each approach is contingent 

on factors such as enforcement mechanisms, public awareness, and the level of technological 

sophistication. Further research is needed to compare and contrast the actual impact of different 

regulatory regimes on data privacy practices in AI-driven HRM systems across various countries 

(Nawaz, 2019; Johansson & Herranen, 2019).  

Future-Oriented Perspective 

The future of AI in HRM will be shaped by ongoing technological advancements, evolving ethical 

considerations, and proactive regulatory measures. Addressing the challenges of data privacy and 

ethical concerns requires a multifaceted approach that anticipates and mitigates potential risks 

(Dolan, Schuler, & Jackson, 2022; Da Silva et al., 2022). 

Emerging technologies offer promising solutions to enhance data privacy. Block chain technology, 

with its decentralized and immutable ledger, has the potential to improve data security and 

transparency (Masum et al., 2018). By creating a secure and auditable record of data processing 

activities, block chain could enhance accountability and reduce the risk of unauthorized access or 

modification. Federated learning, another promising technology, allows AI models to be trained 

on decentralized datasets without directly sharing sensitive data. This approach could significantly 

reduce privacy risks associated with centralized data storage and processing (Stone et al., 2015). 

However, the widespread adoption of these technologies will require overcoming significant 
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technical and practical hurdles, including scalability, interoperability, and the need for robust 

regulatory frameworks to govern their use. 

Beyond technological solutions, the development of robust ethical guidelines and proactive 

regulatory measures will be critical. Ongoing research is needed to better understand the ethical 

implications of AI in HRM and to establish clear standards for responsible AI development and 

deployment (Tambe, Cappelli, & Yakubovich, 2019; Weston, 2015).  

Furthermore, fostering public awareness and education regarding AI in HRM is essential to ensure 

responsible adoption (Johansson & Herranen, 2019). This includes educating HR professionals 

about ethical considerations, best practices, and the importance of data privacy. International 

collaboration and harmonization of regulatory standards will be necessary to address the global 

nature of many organizations and to ensure consistent data protection across jurisdictions. The 

future of AI in HRM depends on a continuous cycle of innovation, ethical reflection, and 

regulatory adaptation to maximize the benefits of this technology while safeguarding employee 

rights and data privacy (Bhardwaj, Singh, & Kumar, 2020; Nawaz, 2019).  

Conclusion 

This paper explored the complex interplay between the rapid advancement of Artificial 

Intelligence (AI) in Human Resource Management (HRM) and the critical need for robust data 

privacy protections. While AI offers significant potential for increased efficiency and improved 

decision-making in various HR functions, from recruitment (Gupta, Fernandes, & Jain, 2018; 

Nawaz, 2019) to performance management (Li et al., 2023; Bhardwaj, Singh, & Kumar, 2020), 

the associated risks to employee data privacy and the ethical implications cannot be overlooked 

(Weston, 2015; Tambe, Cappelli, & Yakubovich, 2019). 

Our analysis revealed that existing legal and regulatory frameworks, while providing some 

foundation (Dolan, Schuler, & Jackson, 2022); often fall short in addressing the unique challenges 

posed by AI in HRM. The GDPR and CCPA, although offering significant advancements in data 

protection, struggle to fully grapple with issues such as algorithmic transparency and 

accountability, particularly given the "black box" nature of many 

Jakubiec, 2017). Furthermore, the application of principles like data minimization and purpose 

limitation within complex AI systems presents significant challenges (Masum et al., 2018). 
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Enforcement and accountability mechanisms also need adaptation to effectively address the 

complexities of algorithmic decision-making and cross-border data flows (Stone et al., 2015). 

The ethical considerations inherent in AI-driven HRM practices were also highlighted. 

Algorithmic bias, the potential for dehumanization in HR processes, and the implications of 

increased employee surveillance were identified as major concerns (Johansson & Herranen, 2019; 

Dennis & Aizenberg, 2022). The need for human-centered design principles, transparency, and 

robust ethical guidelines for AI development and deployment was emphasized (Cappelli, Tambe, 

& Yakubovich, 2018). 

A comparative analysis demonstrated the significant variations in how different countries are 

approaching the regulation of AI in HRM, reflecting the diverse legal, cultural, and technological 

contexts (Da Silva et al., 2022). This highlights the need for international cooperation to achieve 

consistency in data protection standards. 

Looking forward, the responsible integration of AI in HRM will require a multifaceted approach. 

This includes the development of explainable AI (XAI) techniques, the strengthening of data 

protection impact assessments, the establishment of independent auditing mechanisms, and the 

promotion of international collaboration in regulatory frameworks (Gupta, Fernandes, & Jain, 

2018; Nawaz, 2019). The continued development and adoption of PETs such as block chain and 

federated learning offer promising solutions for enhancing data privacy while leveraging the 

benefits of AI. Finally, fostering public awareness, ethical guidelines, and ongoing research are 

crucial for ensuring a future where AI in HRM prioritizes employee rights and data privacy 

alongside efficiency and innovation (Bhardwaj, Singh, & Kumar, 2020). 

 

 

 

 

 



127 
 

 

 

 

 

References 

 M. Weston, Wearable surveillance a step too far? Strategy. HR Rev. 14 (6) (2015), 214

219. 

 M.Z.A. Nazri, R.A. Ghani, S. Abdullah, M. Ayu, R. Nor Samsiah, Predicting academician 

publication performance using decision tree, Int. J. Recent Technology Eng. 8 (2) (2019) 

180 185. 

 T. Kimseng, A. Javed, C. Jeenanunta, Y. Kohda, Applications of fuzzy logic to reconfigure 

human resource management practices for promoting product innovation in formal and 

non-formal RandD firms, J. Open Innov.: Technol. Mark. Complex. 6 (2) (2020) 38. 

 A.K.M. Masum, L.S. Beh, M.A.K. Azad, K. Hoque, Intelligent human resource 

information system (i-HRIS): a holistic decision support framework for HR excellence, 

Int. Arab J. Inf. Technol. 15 (1) (2018) 121 130. 

 K. Reddy, P. Kumar, S. Rangaiah, Artificial Intelligence (AI) in learning and development: 

A conceptual paper, J. Manag. Dev. 38 (1) (2019) 34 49. 

 G. Bhardwaj, S.V. Singh, V. Kumar, An empirical study of artificial intelligence and its 

impact on human resource functions, in: 2020 International Conference on Computation, 

Automation and Knowledge Management (ICCAKM), IEEE, 2020, pp. 47 51. 

 F.L. Oswald, T.S. Behrend, D.J. Putka, E. Sinar, Big data in industrial organizational 

psychology and human resource management: Forward progress for organizational 

research and practice, Annu. Rev. Organ. Psychol. Organ. Behav. 7 (2020) 505 533. 

 P. Tambe, P. Cappelli, and V. Yakubovich, Artificial intelligence in human resources 

management: Challenges and a path forward, Calif. Manage. Rev. 61 (4) (2019) 15 42. 

 P. Gupta, S.F. Fernandes, M. Jain, Automation in recruitment: a new frontier, J. Inf. 

Technol. Teach. Cases 8 (2) (2018) 118 125. 



128 
 

 D.L. Stone, D.L. Deadrick, K.M. Lukaszewski, R. Johnson, The influence of technology 

on the future of human resource management, Human Res. Manag. Rev. 25 (2) (2015) 

216 231. 

 M. Bakeel, I.M. Al-Jabri, S.A. Al-Tamimi, The impact of artificial intelligence on human 

resources management, J. Manag. Res. 12 (3) (2020) 159 174. 

 L. Wang, Y. Li, J. Du, X. Huang, An Artificial Intelligence-enabled health and safety 

management system for industry 4.0, Safety Sci. 124 (2020) 104618. 

 E.W.T. Ngai, T.K.H. Chan, K.K.L. Moon, Artificial intelligence applications in healthcare: 

A thematic analysis, J. Health Manag. 22 (2) (2020) 220 234. 

 E. Arias, Chatbots: The future of HR and employee benefits communication, Benef. Quart. 

37 (1) (2021) 7 12]  

 D. Vrontis, M. Christofi, V. Pereira, S. Tarba, A. Makrides, E. Trichina, Artificial 

intelligence, robotics, advanced technologies and human resource management: A 

systematic review, Int. J. Hum. Resour. Manag. 33 (6) (2022) 1237 1266. 

 P. Durana, T. Krulicky, E. Taylor, Working in the metaverse: virtual recruitment, cognitive 

analytics management, and immersive visualization systems, Psychosoc.Issues Hum. 

Resour. Manag. 10 (1) (2022) 135 148. 

 Sharma, R. Tyagi, A. Verma, A. Paul, Review on digitalisation and artificial intelligence 

in human resource function of energy sector, Water Energy Int. 65(2) (2022) 38 46. 

 N. Nawaz, Artificial intelligence interchange human intervention in the recruitment 

process in Indian software industry, Int. J. Adv. Trends Comput. Sci. Eng.8 (4) (2019) 

1433 1442. 

 L.B.P. Da Silva, R. Soltovski, J. Pontes, F.T. Treinta, P. Leitão, E. Mosconi, et al.,Human 

resources management 4.0: Literature review and trends, Comput. Ind.Eng. (2022) 108111. 

 Y. Li, Q. Liu, S. Cheng, J. Wang, H. Li, Real-time performance tracking and improvement 

for employee engagement using artificial intelligence, J. Bus. Res.149 (2023) 675 684. 

 J.J. Johansson, S. Herranen, The application of artificial intelligence (AI) inhuman resource 

management: Current state of AI and its impact on the traditional recruitment process, 

2019. 

 E.G. Dolan, R.S. Schuler, S.E. Jackson, Artificial intelligence and human resource 

management: Advancing theory and research, J. Manag. 48 (1) (2022) 59 85. 



129 
 

 N. Joshi, What AI is doing in human resource? 2020, Retrieved 

fromhttps://www.allerin.com/blog/what-AI-is-doing-in-human-resources, on April 25, 

2020. 

 L.K. Ye, G., J. Liu, C.J. Lin, C.C. Huang, H. Chen, Analyzing and visualizing 

organizational networks with deep learning and social network analysis, Inform. Manag. 

58 (2) (2021) 103422. 

 Z. Lei, L. Wang, A social media-based approach for organizational network analysis, J. 

Bus. Res. 112 (2020) 1 12. 

 L.P. Vishwakarma, R.K. Singh, Employee engagement and collaboration: an empirical 

investigation of factors influencing in the age of AI, J. Bus. Res. 151 (2023) 666 677. 

 S. Sarkar, J. Maiti, Machine learning in occupational accident analysis: A review using 

science mapping approach with citation network analysis, Saf. Sci. 131 (2020) 104900. 

 

and Analytical Reviews, 5(4), 971 978.  

 

 3 0 4. https://doi.org/10.1007/s10506-017-

9207-8  

 gence in Human 

Resources Management: Challenges and a Path Forward.  SSRN Electronic Journal. 

https://doi.org/10.2139/ssrn.3263878  

 Dennis, M. J., & Aizenberg, E. (2022). The Ethics of AI in Human Resources.  Ethics and 

Information Technology, 24(3), 23 25. https: //do i.org/1 0.10 07/s 1067 6-022-09653-y  

 

Human Resource Management: Current State of AI and its Impact on the Traditional 

Recruitment Process (thesis).  

 S., 

120. 

 

 


